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1 Introduction

A Perron-type integral of higher order was introduced by R. D. James in [11, 12] to solve
the problem of recovering the coefficients of convergent trigonometric series (see also [17]).
A similar Perron integral was defined by P. S. Bullen in [9]. The difference between these
two approaches is that James defined his integral in terms of generalized Riemann symmetric
derivatives by major and minor functions satisfying ”boundary-type” conditions while in [9]
the Peano derivatives and some kind of an ”initial” conditions were used instead.

Some results related to the theory of the Perron integral of order two in the context of Riesz
spaces were given in [4, 6, 7], following the approach of [11], together with some applications
to Fourier series and stochastic processes. In particular in [6] we obtained an integration by
parts formula for this type of the Perron integral of order two. However attempts to extend
this study of the Perron integral, defined in terms of the Riemann symmetric derivatives,
to the case of higher orders meet some difficulties connected in particular with a problem
whether (P*~1)-integrability implies (P*)-integrability. This problem is still open for k > 3
in the case of Riesz-space-valued functions.

An alternative is the Bullen approach based on using the Peano derivatives instead of the
Riemann ones. In the present paper we concentrate on the second order Perron integral based
on the Peano derivatives. This permits us to obtain some results similar to those we have
got in [6], under essentially weaker assumptions. Namely the hypotheses of boundedness of
the derivatives of major and minor functions and super Dedekind completeness of the Riesz
space, assumed in [6], can be dropped.

This paper is structured as follows: in Section 2 we introduce some preliminary notions, in
particular we remind a concept of the global limit, very important for the whole theory. The
second order Perron integral with respect to the Peano derivatives is introduced in Section 3.
In Section 4 we compare this integral with some other integrals, in particular with the one
considered in [6]. Finally in Section 5 we prove the integration by parts formula.

2 Preliminaries

For all the definitions related to Riesz spaces and their properties, the Maeda-Ogasawara-
Vulikh representation theorem and the fundamental concepts of Differential Calculus we refer
to [6, Sections 2,3,4]. We say that R is an algebra if it is a Dedekind complete Riesz space
endowed with a structure of ”product”, satisfying distributive laws and compatibility with
order. From now on, R is always an algebra, [a, b] is a fixed compact interval of the real line
R and F is a nonempty subset of [a,b]. We denote by T' the set of all positive real-valued
functions, defined on [a, b] . Furthermore, we say that a property is fulfilled nearly everywhere
(shortly, n. e.) in [a,b] if it is satisfied in the complement of a countable subset of ]a, b].

The concept of convexity is formulated as in the classical case (for references see for
example [8]). We say that f is 0-convex in [a,b] if f(z) > 0 for every x € [a,b]; 1-convex in
[a,b], if and only if f is increasing in [a, b]; 2-convez, if it is convex.

We remind the concepts of (g)-limit (global limit), (g)-limsup and (g)-liminf (see [6, Defi-
nitions 3.1, 3.2]).

Let ¢(x,h) (z € [a,b] and h € R\ {0}) be an R-valued function. We say that a global limit
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o~

(g9) limp,—0 ¢(z, h) exists in E and is equal to ¢(zx) if

[sup{ ‘¢(a:,h) - (Z(m) cx € E,0< |h] < 7(95)}] = 0.

inf
~el’
We say also that

(9)limsup ¢(z, h) = ¢(x) ((9)lim inf ¢(z, h) = ¢(x))

h—0

is a global limsup (global liminf) in E if there is an (0)-net (py),er (that is a net with p, | 0)
such that for all v € I' and = € E we have:

0 < sup {@(x,h) : 0 < [h] < y(z)} = d(x) < py

(0 < ¢(z) —inf {p(z,h) : 0 < |h] <~(2)} < py).

Obviously (g) limp,— ¢(z, h), when it exists, is the common value of

(9)limsupy, o ¢(x,h) and (g) liminf, o ¢(z, h).
Now we define, for an R-valued function ¢(z, h), the concept of o(h¥). We say that ¢(z, h)
is of the type o(h*), k >0, in E if there is an (0)-net (p.),er such that

sup{|¢(z, h)| : € E, |h] < y(x)} < |h|* p, (1)

for all v € T and = € F, and we write ¢(z, h) € o*(E) or ¢(x,h) = o(h¥) in E.
Observe that (1) is equivalent to the condition

: |¢(z, h)|
: < =
inf [sup{ aE o€ E,0<|h] <~(z) 0, (2)
that is in 6(a.h)|
.o, h)|
(9) Jim = =0

3 Peano derivatives and Perron integral

We apply the above notion of the global limit to define global derivatives.
A function f : [a,b] — R is (g)-differentiable in E if there exists a function ' : F — R
such that

inf {sup{ J@th) =@ oy we m o<l gy(x)H = 0.

~yel h

We use the following notation given for example in [8] for the real-valued case: D*f
means the Riemann symmetric derivative, D(y)f the Peano derivative, while f (%) is the usual
derivative. Namely, f’ denotes in our case the usual global derivative of f and f” the global
derivative of f’.
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In [6, Definition 6.1] we introduced the Riemann symmetric derivative of order 1 as the
usual (g)-derivative and the one of order 2 as the global limit

lyﬂwﬁzwwg%ﬂx+@—aafy+ﬂx_m'

The Peano derivative of order 0 and 1 D g f and D(y) f are f itself and its global derivative
respectively.

Remark 3.1. Using this fact, all the results contained in [6] which involve D! f derivatives
can be applied also to D(y) f derivatives.

If D) f exists, the Peano derivative of order 2 in E is

Doy f(@) 1= (g) lim 2 {f(w+ ) — f(x) ~h f'(@)}, =€, 3)

when it exists. Moreover, we define also the Peano-Dini derivatives by setting

Doy f(0) i= () limsup 5 {f(a + h) = f(a) ~h f@)}, € By )
Digy (@) 1= () limint 2 (Fw + )~ (@) = f'(2)}, @€ E. )

The Riemann symmetric and the Peano derivatives are in general different. It is well
known in the real case. See, for example, the Heaviside function

1 if 0<z<l,
H(z):= 0 if x =0,
-1 if —-1<z<0.

For this function D?H(x) = 0 in [~1,1]. However, H is not continuous at 0, and, a fortiori,
H is not differentiable at 0. According to our terminology it has not global second Peano
derivative in [—1,1] (see also [4]).

In the following proposition we identify ¢(x, h) with the corresponding element of Co.(€2),
where € is a compact extremally disconnected topological space as in the Maeda-Ogasawara-
Vulikh representation theorem (see [2, Theorem 3]), and Cu(€2) is the class of all continuous
extended real-valued functions, assuming the values 0o at most on a nowhere dense subset
of Q.

In this terms we have the following result:

Proposition 3.2. If (¢) liminf, o ¢(z,h) > ¢(z) ((g)limsup,_,¢(z,h) < ¢(z)) in E,
then

lim inf[¢(z, h) (w)] > ¢(x)(w) (limsup[d(z, h)(w)] < ¢(z)(w)) in E

h—0 h—0

for w in the complement of a meager subset of ().
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Proof. We prove the assertion only in the case of the liminf, since the case of the limsup
is analogous. By [6, Proposition 3.4], there is an (0)-net (py),er with

¢(z,h) = o(x) — py (6)

for each v € ', z € FE and whenever 0 < |h| < y(z), and so

¢z, h)(w) = o(x)(w) = py(w)

for any w € Q, vy €T, z € F and 0 < |h| < y(z). The assertion follows again by [6, Propo-
sition 3.4], since, by the Maeda-Ogasawara-Vulikh representation theorem (see [2]), the net
(py(w))~er is an (0)-net in the complement of a meager subset of . O

We now prove the following version of the Taylor formula.

Theorem 3.3. Let f : [a,b] = R have (g)-derivative of order 2 in [a,b]. Then

2

" pr(@) + o(h?) in (.. (7)

Jla+h) = ) +h @)+

Proof. By hypothesis there is an (0)-net (p.)yer such that

[f'(@+h) = f'(x) = b f"(x)] < [l py

whenever v € T, z € [a,b], 0 < |h| < y(x). The (g)-derivative f’ is supposed to be (g)-
differentiable and so it is continuous and hence Riemann integrable. By the Fundamental
Theorem of Calculus applied to the Riemann integral of f’ ([3, Theorem 4.28]) we get, for
such v, z and h > 0,

/Oh f'(@+7)dr —hf'(z) — (/Oh TdT) ()] < (/Oh TdT> Dy,

h? h?
?f/l(x) < - Py

that is

a4 1)~ 1) - 0) -
The case h < 0 is analogous. This completes the proof. [

The definition of major functions is analogous to the corresponding one given in [6, Defi-
nition 6.2], with the difference that we deal with the Peano-Dini derivatives rather than with
the Riemann-Dini symmetric derivatives and that here we do not require boundedness of the
(g)-derivatives of order 1.

Definition 3.4. Given f : [a,b] — R, we say that U : [a,b] — R is a major function of order
1 (2) for f if it is (g)-continuous ((g)-differentiable) in [a,b] and

3.4.1) ¥(a) =0 (¥(a) = ¥ (a) = 0);

. Y(z+h) - T(x)
3.4.2) (g9) hzr;lgf W

> f(x) (D)¥(x) > f(z)) nearly everywhere in ]a, b.
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Let £k =1,2. A function ® is a minor function of order k for f if —® is a major function of
order k for —f.

The following proposition is useful in the sequel.

Proposition 3.5. Let T : [a,b] — R, T = U — &, where ¥ and ® are a major and minor
function of f of order k, respectively. Then T is l-convex, 0 <1 < k.

Proof. The proof proceeds as the one of [6, Proposition 6.3], suitably modified. O

We now introduce the Perron integral of order 1 and 2 based on the Peano-Dini derivatives.

Definition 3.6. Let k = 1,2. A function f : [a,b] — R is said to be Perron integrable of
order k (shortly P¥-integrable) in [a,b], if f has both major and minor functions of order k
and

inf W(b) = sup ®(b) € R,

Jof () Sup (0)
where G and K, denote the class of all major and minor functions of order & for f, respectively.
The above common value is called P*-integral of f on [a,b] and is denoted by

b
(Pky f(x)dx.

Remark 3.7. The correctness of the above definition follows from Proposition 3.5 which im-
plies that for any function f the inequality infycg, W(b) > supgex, ®(b) holds. Ifinfycg, ¥(b) =
Supgerc, P(b), then for all x € [a,b] we have: infycg, ¥(x) = supgex, P(x), since ¥ — & is
increasing in [a,b]. Thus the function I} : [a,b] — R is defined by

Ii(x) := \I}élék U(z) = ;él)lco O(x) = (Pkym f(t)dt

and is called the P¥-integral function associated to f. The value Iy (b) of course coincides
with the value of the P*-integral of f on [a, b].

Proposition 3.8. If ® € Ko, U € Gy, then I3 — ® and ¥ — I> are Ra'—valued j-convex
functions, j =0,1,2.

Proof. The proof of the 2-convexity is the same as the one given in [7], since it does not
depend on the type of the derivative (Riemann symmetric or Peano) we are using. O

4 Comparison with other integrals

First of all we note that every Riemann integrable (Ri-integrable) (see [5]) function f : [a,b] — R
is Pl-integrable, and its Riemann integral coincides with the Perron integral, i.e,

(Riyl- f@)dt =I(z) forall z€ la,b].

It is an immediate consequence of ([6, Proposition 7.7]), since the Peano and the usual global
derivative of order 1 coincide.
Now we compare Pl-integral and P?-integral (for the real case, see [1, Corollary 2.5]).
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Theorem 4.1. If f : [a,b] — R is P'-integrable, then f is P*-integrable too, and

I(b) = (PQ[f = (Plf {(fﬂ[ f@) dt] dz.

Proof. Let 1) be any major function of order 1 for f in [a,b]. We claim that its Ri-integral
function ¥ is a major function of order 2 for f.

Without loss of generality, put h > 0. Since 1 is a major function of order 1 for f, by (6)
of Proposition 3.2 there exist a set E Cla,b[ such that ]a,b[\E is countable and an (0)-net
(py)~er such that

bz +1t) — () 2t f(z) —tpy (®)

for all v € T', x € E and whenever 0 < t < y(z). Choose now h with 0 < h < y(x) and take
in both sides of (8) the Riemann integral as ¢t varies between 0 and h. We obtain:
h? h?
U(z+h)—U(z)—h¥ (z)> ?f(m)—?pw, z€E, (9)

where ¥ denotes the Riemann integral function associated to 1. The claim follows from (9).
Analogously it is possible to prove that, if ¢ is a minor function of order 1 of f, then its
(Riemann) integral function & is a minor function of order 2 of f.

We write inf; when we deal with the class of major functions of order 2 for f which are
the integral function of some major function ¢ of order 1 for f. Since ¢ — I is positive and
increasing ([6, Proposition 7.5] and Remark 3.1), we get

o
IN

ot \I/(x)—/:ll(t)dtgirllflll(x)—/:Il(t)dtgwigél [/:{w(t)—ll(t)}dt <

YEGL |tela,b]

< (b—a) inf l sup {1(t) - Il(t)}] — (b—a) ot {4(6) ~ D)} =0,

This shows that

Similarly we can prove that

sup B(x) = / n)dt

Pk
From this the assertion follows. [

It is easy to understand that the inclusion of Pl-integral into P2-integral is a strict one.
An example can be given in the real-valued case using the fact that Pl-integral functions
are continuous while the derivatives of P2-integral functions can fail to be continuous. Nev-
ertheless these derivatives are always P'-integrable as it is seen in the following theorem,
whose proof is as in [7, Lemma 1] (indeed it is enough to observe once again that the Peano
(g)-derivative of order 1 coincides with the usual (g)-derivative).



52 A. Boccuto, A. R. Sambucini and V. A. Skvortsov

Theorem 4.2. If f : [a,b] — R is P?-integrable, then I} exists and is P'-integrable. More-
over, if U (resp. ®) is a major (minor) function of order 2 for f, then

U(x)—Iy(z) >0 (Ii(x)— ' (x) >0) for all z € [a,b].

Now we discuss the relation between our PZ-integral and the second order Perron inte-
gral defined in [6] using the Riemann symmetric derivative. First we note that, as it was
already mentioned in Introduction, we have assumed in [6], due to some technical reasons,
the boundedness of the derivatives of the major and minor functions of order 2. So, under this
assumption, the integral defined in [6] does not cover the P2?-integral of the present paper.

But in general, if we equalize the assumptions on the derivatives of the major and minor
functions, by assuming only their existence, as it is done here in Definition 3.6, then the
second order Perron integral of [6] defined by the Riemann-Dini symmetric derivatives (let us
agree to call this integral, under the above assumption, P2-integral) is strictly more general
than the one based on the Peano-Dini derivatives. We shall see this below in the real-valued
case using some example given in [15].

Example 4.3. We note first that, if a function f is (g)-differentiable in [a,b] (pointwise dif-
ferentiable everywhere on [a, b, in the real-valued case), then its derivative f’ is Pl-integrable
on any subinterval of [a,b] and f is the Pl-integral function for f’. Then the expression (3)
defining the second order Peano derivative of f can be rewritten in the form

x+h
lim > {/ £(t) dt hf’(x)} .

This limit in fact defines Cesaro derivative (C-derivative) of f' (see [1] and [10]), i.e., Doy f(z) =
CDf'(x). We get similar equalities for the upper and the lower derivatives defined by (4) and

(5):
Do) f(z) =CDf'(z), Dy f(x)=CDf (). (10)

Moreover differentiability of f in fact coincides with Cesaro continuity (C-continuity) of f’.
This allows us to state that if M is a major function for a function f in [a,d], in the sense
of the Burkill Cesaro-Perron integral (CP-integral) of order 1 of [10], then (P') [ M(t)dt
is a major function of order 2, according to Definition 3.4, for f. In the same way, if m is a
CP-minor function of order 1 for f in [a,b], then (P') [ m(t) dt is a minor function of order
2 for f. It is clear that if M and m are close to each other, then so are their integrals. This
implies that, if f is C'P-integrable of order 1 and I; is its C P-integral function, then f is also
P2-integrable and (P') [ I1(t)dt is its P*-integral function.

In the opposite direction, if ¥ and ® are a major and a minor function of order 2, according
to Definition 3.4, for a function f, then by (10) ¥’ and ®’ are a C'P-major and a C'P-minor
function of order 1 of f, respectively. Now we use a fact, proved in [16], that if a function
has at least one C'P-major function and one C'P-minor function, then it is C'P-integrable. So
P2-integrability implies C P-integrability of order 1 and if I3 is the P?-integral function for
f, then I} (see Theorem 4.2) is the C'P-integral function for f. Hence we can state that our
PZ2integral is equivalent, at least in the real-valued case, to the Burkill C P-integral of order
1 of [10], meaning by this that the respective classes of integrable functions coincide and the
relation between the integral functions is as it is described above.
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We are ready now to use the results of [15] where an example of a continuous function F'
on [0,1] was constructed with the following properties:

(i) F(0)=0;
(ii) f(x):=D? ([, F(t)dt) exists everywhere on ]0,1[;

(iii) f is integrable in the sense of the general Denjoy integral of order 1 (D-integral, see [14])
with the D-integral function Q(x D) [, f

(iv) the difference F' — @ is a singular Cantor-type function.

We show now that the function f gives the desired example. First of all, the properties ()
and (i7) show that fo t) dt plays the role of both a InaJor and a minor function in the
sense of the P2-integral. So f is PZ%-integrable and fo t)dt is its P2?-integral function. At
the same time this function f cannot be PZ-integrable. Indeed if it were, it would be also
CP-integrable of order 1 and F would be its CP-integral function. But it is known (see
[16]) that the CP-integral is compatible with the D-integral, i.e., if a function is both D- and
C P-integrable, then the values of the two integrals coincide. So in our case the D-integral
function of f would be F. This contradicts to (i4i) and (iv). Therefore the function f is
P2-integrable but it is not P2-integrable.

5 Integration by parts formula for P*-integral

Our proof of the integration by parts formula is based on Theorems 4.1 and 4.2 and on two
technical lemmas.

Lemma 5.1. Let f : [a,b] — R be P?-integrable with integral function Iy and let ¥, ® be
a magjor and a minor function of order 2 for f, respectively. Assume that g : [a,b] — R is
a (g)-differentiable function with (g)-continuous derivative such that g > 0, g > 0 in [a,b].
Then functions

szwwmﬂ—Gﬁ/wm

¢ t € [a,b] (11)
ﬂﬂ:@mmw—ﬁw/¢m

are a major and a minor function of order 2 for fg+ I,g', respectively.

Proof. We prove the assertion only for S, since the other case is analogous. Observe that,
since U - ¢’ is (g)-continuous, from the Torricelli-Barrow theorem ([3, Proposition 4.37]) and
3.4.1) applied to ¥’ we have:

S'(t) = W'(t)
S(a) = 5'(a)

HS&

3 V(O ') =Yg =M 90: g e o) (12)
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It remains to prove 3.4.2), i.e., D S(z) > f(x)g(z) + I3(x)g'(x). Analogously as in [6,
Theorem 8.5], we fix now x € [a, b], and define for every t € [a, b]:

P(t) = Y(x)+(t— x)\IJ’(x); (13)
V() = YE)—P@l); Y(z)=V(z)— P(x)=0; (14)
Sit) = W)yt — (P / W' (15)

Then, by (13) we have P'(t) = ¥'(z

Vit) = P'(t)

Vi) = P(2)d'(t); (17)
S(x) = ¥(z)g(z) =0
V(r) = S(z)—S(z)=S5().

We now give a ”Taylor-type” formula up to the order 2 for the functions S and V. To
this end, we estimate the last summand on the right hand side of (16).

By (g)-differentiability of W, there exists an (0)-net (p,),er with the property: for every
v € I' and whenever z,t € [a,b] with |t — 2| < v(x) we have

(W()] = [¥(t) = U(z) = (t = 2)¥(2)| < |t — 2| ps- (18)

Moreover, there is Ko € RT such that, for every 7 € [a,b], |¢'(T)] < K. Using this, we
obtain:

xz+h z+h
<P1y T(r)g'(r)dr| = <P1/ [W(r) — U(a) — (r — 2)¥(2)]g(r) dr| <
x+h
< (P1?/ . (Tx)dT] Kopy = %QKQP»Y

whenever z €la, b and 0 < h < (z). Analogously we prove that for such «’s and h’s we have:

’(Plxﬁxh W(r) g (1)dr| < 1 Ko p~.
Hence,
(S =V g)(t) = o((t — x)?) in[a, b]. (19)

Furthermore, note that g is Lipschitz, and so it follows that the net (py)~er in (18) satisfies

[T (0)[19(t) — g(a)| < LIt - a|” p, (20)
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for any v € I' and t € [a,b] with 0 < |t — 2| < y(z), where L is a suitable positive element of
R. Hence, from (19), for all ¢ € [a, b] we get:

S(t) = g(@)T(t) +o((t — 2)*) = g(x) [L(t) — ¥(z) — (t — )V (x)] +o((t —x)*).  (21)

Now, using (17), we can apply the Taylor formula to V' and obtain, for all ¢ € [a, b]:

V) = V@) +-ov@) + ) o) = (22)
= 5+ (- V(@) o) + W@ g )+ ol - ),
From (21) and (22) we have
S(t) V() +St) = S(z) + (t — )V (x) g(z) + (23)
b @) g @) + gla) (0(0) — W) — (¢ — )W (@)] 4 ol (¢ — ).

From (12) and (23), for each t € [a,b], t # x we get:

SO =S~ (-0 @) = V@) @)+ o)
208(0) = ¥(@) = (=W o)
(t—)

Taking the (g)-liminf, for any x € [a, b] we have:
D 5)S(z) = g(x) D(5)¥(x) + V' (x)g'(2).

Since ¥ is a major function of order 2 for f and g(x) > 0 for every = € [a, b], there exists a
set E Cla, b[ such that |a,b[\E is countable and for every x € E we get, thanks to Theorem
4.2,

D5y S(x) > f(x) g(x) + V' (x)g'(x) > f(x) g(x) + L(x) ¢'(x),

since ¢'(x) > 0 in [a,b]. From this, since ¥ is a major function of order 2 for f, it follows that
S is a major function of order 2 for fg + Iig’. O

Lemma 5.2. Let f : [a,b] — R be P?-integrable with integral function Iy and let ¥, ® be a
magor and a minor function of order 2 for f, respectively. Assume that g : [a,b] = R is a
(g)-differentiable function with (g)-continuous derivative such that g >0, ¢’ > 0 in [a,b]. Let
S and Z be defined by (11). Then

b
S(5) — L(b)g(b) + <P1y Ly > 0;

a

Z(b) — Iy(b)g(b) + (Ply Lg <0.

a
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Proof. Thanks to Lemma 5.1 the functions S and Z defined by (11) are a major and
a minor function of order 2 for fg + I}¢’, respectively. By properties of major and minor
functions of order 2, we get S(b) — Z(b) > 0, that is

b b
wb)g(b)—(Pl/ wz@w)g(b)—wl/ By,

a a

and so .
W)~ eW)g(b) ~ (P (¥ - 2)g >0

Therefore,

b b
W) — L(B)g(b) + [Ta(b) — B(B)]g(b) — <P1y (0 - L)y <P1y (I — B)g > 0.

Since Iy — @ is positive and increasing (by Proposition 3.8) and g,¢’ > 0 in [a, b], we get:

b b
[U(b) — I2(D)]g(b) — (PI/ (U~ I)g" > —[I2(b) — (b)]g(b) + (Ply (I, = ®)g" >
> —[I2(b) — ©(b)]g(b).
If we take the supremum over ® € Ky, we obtain:

b

) - B®g(b) - (P

a

(v =1 > (sup [#00) - 1201 o) =

Hence,

b b

S(b) — I2(b)g(b) + (Ply Iy = [¥(b) - L(b)]g(b) — (Ply (U —Ir)g' >0,

a a

obtaining the first inequality of the assertion. The proof of the other inequality is analogous.
O

Finally we are ready to prove the integration by parts formula.

Theorem 5.3. Let f : [a,b] — R be P%-integrable, I be the integral function associated
to f, I}, be its derivative, and let g : [a,b] — R be (g)-differentiable in [a,b], with Lipschitz
derivative g’ on [a,b]. Then, fg is P%-integrable, and

7 "ot o b () g ] do = L) - (o) "y

Proof. First of all, we prove the assertion when g(x) > 0 and ¢’(z) > 0 for each x € [a, b].
In order to prove P2-integrability of fg, we first show that fg + I}g’ is P?-integrable.

Let F and S be the classes of all major and minor functions of order 2 for fg + I}¢’
respectively. Let F; and S be the subclasses of the following type:

s<x>:\v<x>g<x>—<P1f g, Z<x>=<1><x>g<m>—<P1f<bgc relab,  (24)

a a
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(where ¥, ® are major and minor functions of order 2 for f). Note that the inclusions F; C F
and §; C S was proved in Lemma 5.1.
Now, fix arbitrarily U € G, and let S be as in (24). For all x € [a, b] we have

5(0) - Baa)g(a) + (P "L = U(a)gle) - L(x)g(x) - 7 “[w(t) - L))y (1)t

From this, by virtue of Lemma 5.2, since g, ¢’ > 0 in [a, b] and W — I is positive and increasing
(see also [6, Theorem 7.5]), it follows that

b
0 < sigﬁ-l (S(b) — I>(b)g(b) + (PI% 129/> <
b
< \1}252 <‘I’(b)g(b) — I>(b)g(b) — (Ply [w(t) - Iz(t)]gl(t)dt> <
< (T(0)g(b) — I2(b)g(b)) = (\I}ggz [W(b) — Iz(b)o g(b) =0,

thanks to the properties of the integral function I and of ¢’. So we obtain:

b
Jnf (S(b) — L(b)g(b) + (Ply 129f> ~0,

a
that is

. 1 b
dnf S(b) = L(v)g(b) - (P y Ly

Analogously we can prove that
b
sup Z(b) = Ir(b)g(b) — (Ply Ly
A a

By virtue of the main properties of major and minor functions, we get:

0< inf S(b) —sup Z(b) < inf S(b) — sup Z(b) =0
< jof SO) —sup Z(b) < dnf S() - sup Z(b) =0,

]llf - Z

getting P2-integrability of fg + I5g’ on [a,b], and

b b
(P 1+ ') = 1) 9(0) - (P Loy
Now, by Theorem 4.2, I} is Pl-integrable and, by the theorem of integration by parts for

the Pl-integral (|6, Theorem 8.1]), since ¢’ is Lipschitz, we get that I5¢’ is P'-integrable too.
Observe that, by virtue of Theorem 4.1, I}g’ is also P?-integrable and

(P2% ’ Ig = (P% ’ [(Pl%j I(t) g (t) dt] de.
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Thus, by the fact that the class of the P2-integrable functions is linear, fg is PZ-integrable
too, and we get

2 g+ o b [(Pl% ACY dt} iz = Lb)g(t) — (P "L, (25)

obtaining the assertion, at least when g and ¢’ are positive on [a, b].

In order to drop the positivity condition, observe that formula (25) holds when ¢ is a
constant function (see [6, Proposition 7.2 i)]). From this and the boundedness of g, by
linearity, it follows that (25) is true, at least for any function g with Lipschitz positive (g)-
derivative in [a, b]: indeed, it will be enough to take a constant ¢* such that g(x) > ¢* for all
x € [a,b] and to consider the function g as the sum of g — ¢* and c¢*.

Now we turn to the general case, giving up the positivity assumption on ¢’. Since ¢’
is Lipschitz, then, by [13, Theorem 12.4 (iii)], (¢’)" and (¢’)” are two Lipschitz positive
functions. Let G*, G~ be the integral functions of (¢’)*, (¢’)~, respectively. Then, by
the Torricelli-Barrow Theorem ([3, Proposition 4.37]), (G*)' = (¢/)*. By the Fundamental
Theorem of Calculus ([3, Theorem 4.28]), we get that ¢ — (GT — G7) is a constant. From
this, and since (25) is true when the role of g is played by G* and whenever g is a constant
function, we obtain that (25) holds for g and ¢’ in the general case. This completes the proof
of the theorem. [
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